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Emulsions have been studied for a long time because of the richness of their related fundamental

physicochemical phenomena and owing to their wide industrial applications. The development of

microfluidics offers new opportunities to investigate emulsion features and behaviours. This review

relates the use of microfluidic tools for probing the interfacial properties of emulsion droplets and the

two main mechanisms of destabilisation, namely the coalescence of adjacent drops and the molecular

transfer between neighbouring drops.
I. Introduction

Emulsions are metastable dispersions of liquid droplets into a

second liquid phase with the presence of surface active agents

(Fig. 1). They have been the subject of considerable fundamental

and applied investigations.1,2 One reason for this appeal is the

occurrence of a rich variety of physicochemical phenomenon that

mainly involve liquid interfaces. Among others, this includes

coalescence, ripening, adhesion or coacervation of emulsion

droplets.3–5 In addition, some aspects of their phenomenology,

for example the phase inversion of concentrated emulsions under

shear, have remained poorly understood or not explored, mainly

because they are difficult to access in bulk experiments. A second

reason for this interest is the wide use of emulsions in industry
Fig. 1 Binary water-in-oil emulsion obtained by an inhomogeneous

shearing.
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from polymerisation, paint and road making applications, to

cosmetics or food industries.

Following technological progress in microfabrication,6–8 a

branch of microfluidics that involves emulsions has been growing

for the last ten years.9–16 The enthusiasm for droplet-based

microfluidics has spread mainly because it is possible to form and

to manipulate calibrated emulsion drops at a high rate. Easily

accessible soft lithography techniques6 have also contributed to

the popularisation of microfluidics. This novel technology

opened the way to revisit the concept of compartmentalisation in

droplets17 where emulsion droplets act as small test tubes in

which biological activities18 or chemical reactions19 take place in

a more controlled manner.20–24 In addition, the handling of

thousands of those microreactors, whose composition can be

continuously tuned, leads to high throughput applications.25–34

Finally, microfluidics allows finely designed complex emulsions

such as multiple-emulsions, core–shell or janus structures that

ultimately lead to a highly efficient encapsulation of active

compounds or to calibrated and tailored particles.35–38

Besides these applications, microfluidic technology offers a

powerful tool for investigating the properties of emulsions

themselves, as was recognised a few years ago. This is the heart of

the present review, which is developed as follows. In the first

section, the various ways to form calibrated emulsion droplets in

microfluidic systems are briefly described with particular atten-

tion on the creation of drop pairs that enables exploration of the

destabilisation mechanisms of emulsions at the level of two

drops. Then, in a second section, the use of microfluidics for

characterising the interfacial properties of emulsions that are

linked to their stability is discussed. A third section is devoted to

the coalescence of droplets that are either forced, under flow or

under electric field, or thermally activated. A fourth section is

dedicated to the diffusion of molecules between droplets through

surfactant monolayers and via the continuous phase or through

surfactant bilayers. The microfluidic tool is well suited for

investigating such phenomena since it enables decoupling of the

formation and the destruction steps of an emulsion, to
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manipulate many individual droplets and to monitor finely the

interaction between them.
II. Emulsification

A. Calibrated drops

Emulsification based on a mechanical process follows the para-

digm of liquid fragmentation, i.e. droplets result from the

breakup of a liquid finger or jet,39 in the same way as spray

formation. The destabilisation of a liquid column driven by

surface tension40,41 leads ultimately to the formation of a

collection of droplets characterised by a size distribution that is

mainly governed by the fluid interface roughness.42 This rough-

ness has multiple origins and may be a consequence of turbu-

lence, for example. To summarise, the more corrugated a liquid

ligament is, the wider a drop size distribution is and vice versa.

Several techniques have been developed for making emulsions1

and they mostly rely on shear induced breakup.43 In that case,

large drops are elongated under flow until they form a liquid

ligament that divides into smaller drops through a capillary

instability. Moreover, the final size distribution is shaped by a

competition between drop breakup and drop coalescence. An

emulsion can also be obtained by flowing a liquid through an

orifice, or many in the case of a membrane,44 into a bath con-

taining a second liquid at rest or under flow. When a liquid finger

emerges from a hole, the interfacial tension can prevent the

formation of a liquid jet. Instead, a growing drop is connected to

the orifice wall by a liquid bridge that finally pinch-off because of

surface tension. Bulk or membrane emulsification leads to broad

distributions of droplet size (Fig. 1) since the main parameters

that control the drop formation, such as the shear or the

membrane pore size, are not homogeneous.

It has been demonstrated that a controlled shear over all the

emulsion that is confined in a small gap can lead to monodisperse

droplets.45 Also, flowing two immiscible fluids through a small

aperture in a thin plate or a narrow capillary gives rise to a fine

laminar jet that produces calibrated droplets46,47 or bubbles.48

Finally, drops can be torn off one-by-one at the end of a needle

owing to the co-flow of the continuous phase.49 Thanks to

microfluidic technologies, the aforementioned mechanisms of

emulsification have been exploited for making droplets in a more

controlled way.50 The formation of a regular droplet train is

obtained by flowing two immiscible liquid streams through three

main geometries: cross-flowing (Y or T junctions),51 co-flowing52

and flow focusing.53 For the cross-flow configuration, inspired by

analytical chemistry applications,54 two modes of drop forma-

tion occur: either the drops are broken off via the shear stress

imposed by the carrier fluid or as a result of the confinement.55

For the later mode, a high pressure is built up once the dispersed

phase invades most of the cross-section that confines the flow of

the carrier fluid in the lubricating film along the wall. This ulti-

mately leads to a periodic pinch-off of the invading liquid finger

and therefore to monodisperse droplets.56 This mode of drop

formation, that is a direct consequence of the confinement, takes

also place in the two other geometries and is a signature of an

absolute instability.57 A transition between a dripping regime,

where drops are directly formed at the end of the injection tube

or channel of the dispersed phase, and a jetting regime also
10550 | Soft Matter, 2012, 8, 10549–10559
occurs,58 in a similar way to an unconfined situation.59 For the

latter condition, since the drops stemmed from the instability of a

liquid cylinder, the fragmentation is more sensitive to noise that

induces a size polydispersity. To circumvent this issue in rect-

angular channels, an ingenious strategy is to increase the vertical

confinement in order to form a squeezed jet that is stable60–62 and

then to trigger the break-up of such a liquid tongue by a sudden

expansion of the channel height62–64 or width.62 This is a follow

up to a membrane emulsification process that has been upgraded

by using micro-machined pores with a terrace at the pore exit

that also induces a pinch-off of the liquid stream driven by

surface tension.65

To conclude, there are many microfluidic ways to form cali-

brated emulsion droplets with sizes ranging from amicrometer to

a few hundreds of micrometers with a production rate, obviously

linked to droplet size, varying from a few Hz to more than ten

kHz.64 One of the main outcomes from following such a micro-

fluidic route is the ability to uncouple the formation and the

destruction steps of an emulsion. A next step is then to be capable

of forming drop pairs in order to probe the interaction between

drops at the level of two objects.
B. Drop pairs

Investigations on emulsion stability mainly rely on bulk experi-

ments that usually lead to average measures. Moreover,

phenomena that occur at a mesoscopic level, i.e. at a drop scale,

are difficult to monitor. There exist methods to probe the inter-

action between two emulsion drops, such as four roll mill

apparatus,71 dual micropipette set-ups72,73 or optical vortex trap

techniques74 but reliable statistical analyses are laborious to

obtain. This issue is easily circumvented by employing a micro-

fluidic strategy.

The break-up of droplets occurring at a T-junction75 can be

exploited for making pairs of identical droplets once a loop is

implemented66 as shown in Fig. 2(a). The use of a slightly

asymmetrical loop allows the delay of one droplet with respect to

the other and thus to avoid collision at the exit of the loop. Then,

before a drop collision is induced by a widening of the channel,

the distance between the two droplets can be adjusted by

removing or adding part of the continuous phase.

To make binary pairs, i.e. where the composition of each drop

is different, two drop formation modules are necessary and a

synchronisation is required. An alternating drop formation can

be obtained by simply coupling the drop makers through the

continuous phase whatever the geometry, i.e. T-junction67,76–78

(Fig. 2(b)), flow focusing78,79 or step.80 Because of this hydrody-

namic coupling, inherent flow rate fluctuations and channel size

imperfections, the dual drop formation exhibits a rich dynamical

behaviour. The fragmentation can be synchronised, either in

phase or out of phase, quasiperiodic or chaotic.81 A key point for

a successful synchronisation is to produce droplets larger than

the channel size in order to alter efficiently the continuous flow.81

Synchronised drop production by using an electrical coupling

has been recently demonstrated82 as well as via electrowetting

that allows the control of drop production on-demand.83,84

Next, to probe the interaction between two binary droplets,

pairs have to be isolated. This segregation can be obtained under

flow by working with a dilute emulsion. This is simply achieved
This journal is ª The Royal Society of Chemistry 2012



Fig. 2 Formation of droplet pairs under flow and at rest. (a) Train of identical droplet pairs from splitting at the entrance of a loop. Reproduced with

permission from ref. 66. Copyright (2008) by the American Physical Society. (b) Train of binary droplets from coupled droplet generators. Reprinted

with permission from ref. 67. Copyright (2008) American Chemical Society. (c) Synchronisation of two streams of droplets with the help of fluid

bypasses. Reproduced from ref. 68. (d) Parking of a droplet pair into a well. Reprinted with permission from ref. 69. Copyright (2011) American

Chemical Society. (e) Trapping of drops via localized surface energy lowering induced by holes on the channel wall. Reproduced from ref. 70.

Fig. 3 Evaluation of interfacial properties via (a) the drop deformation

induced by the flow into a microchannel constriction. Reproduced from

ref. 107. (b) The internal flow generated by the external flow as revealed

by the presence of particles. Reproduced from ref. 104. Copyright (2011)

Wiley-VCH Verlag GmbH & Co. KGaA.
by increasing the flow rate ratio between the continuous phase

and the dispersed phase prior to drop formation and by flowing a

stream of the carrier liquid after drop production. Finally, the

pairing can be induced by an expansion of the lateral channel

size85,86 or an array of lateral pillars,87 by a drop size difference

that leads to a velocity contrast88 or by again coupling the two

drop trains68,89 with the help of bypasses90 as shown in Fig. 2(c).

Monitoring the stability of drop pairs under flow is limited to

short timescales. Therefore, for long duration experiments, drops

must be trapped for overcoming this restraint. A first strategy is

to generate a train of drops, or alternative drops, and to let them

flow in an array of small wells where only two drops fit, as in ref.

69, 91 and 92 inspired from cell trapping devices.93 An example is

reported in Fig. 2(d). A more efficient way for trapping binary

pairs is to use a double trap system.94Another ingenious way is to

take advantage of the vertical confinement of microchannels that

allows the holding of captive droplets via a local interfacial

energy lowering induced by a simple hole that can be much

smaller than the drop size70 (Fig. 2(e)).

III. Interfacial properties

The interfacial properties of an emulsion play a major role all

along their lifetime, from their creation to their destruction.

Knowing such properties is therefore crucial for understanding

and controlling their stability.95,96 There are well established

techniques for measuring the interfacial tension between

liquids,97 where kinetic adsorption of surface active agents can be

monitored, as well as the rheological properties of the inter-

faces.98,99 What are the benefits of using microfluidics to evaluate

interfacial properties? A first advantage is the ability to probe

large surface-to-volume ratios as it occurs in real systems and is

not available from common macroscopic techniques. This is

convenient since drop size rules the surfactant mass transfer

mechanisms,100 i.e. kinetically or diffusion controlled. Working

with small drops leads to faster equilibrium dynamics. Moreover,

handling micrometric droplets can limit the role played by

impurities that may be present in the dispersed phase and that
This journal is ª The Royal Society of Chemistry 2012
cannot be purified, when natural oils or bio-synthesised surfac-

tants are investigated,15 for instance. Another benefit inherent to

microfluidics is the possibility to screen formulations.

A straightforward way to measure the interfacial tension is to

extend the drop volume technique, where gravity drives the

formation of drops against surface tension, to a microfluidic

system where the shear is responsible for emulsification. What-

ever the geometry of drop formation, either co-flow101 or cross-

flow,102,103 this technique requires a calibration step. Moreover,

since the method is based on small drop formation, only short

time scales on the order of the millisecond are accessible.

Therefore, most of the measurements are realised far from

equilibrium.

Hudson and collaborators developed a microfluidic strategy

for assessing interfacial properties from droplet shape distortion

and internal flow field.104The evaluation of the interfacial tension

g in a microfluidic system105 is based on the droplet deformation

in an extensional flow field (Fig. 3(a)) that has been theoretically

described by Taylor.43,106 The deformation amplitude is almost

independent of the viscosity ratio between the two liquids and

depends linearly on the capillary number Ca ¼ hcR_3/g, where hc
is the continuous phase viscosity and _3 is the extension rate. A

demonstration of such a procedure has been conducted on drop

sizes ranging from 9 mm to 220 mm and surface tensions varying

from 2.5 mN m�1 to 60 mN m�1 (ref. 105) and by modifying the

drop composition on the chip.107 The ageing of the interface can

in principle be evaluated by implementing a series of
Soft Matter, 2012, 8, 10549–10559 | 10551



constrictions along the microchannel.105 Finally, the mobility of

the interface, i.e. the surface velocity, can be assessed via the

visualisation of the flow inside the drops by using a particle

tracking technique108 (Fig. 3(b)) combined with a theoretical

description of the internal flow field.109,110

The use of the electrowetting phenomenon111 can help to probe

the interfacial tension of small drops, down to a radius of 170 mm

for a sessile drop on a planar electrode112 or sandwiched between

two planar electrodes with an interstice of 100 mm.113

Nowadays, the microfluidic strategies for assessing interfacial

properties are mainly restricted to the interfacial tension. The

rheological features of liquid interfaces, which are difficult to

access, are crucial for understanding and controlling emulsion

stability.95 Therefore, the next challenging step is to invent

microfluidic routes for evaluating the frequency dependence of

interfacial viscoelastic properties of emulsion droplets as well as

their ageing mechanisms. Electro-actuation may be a good

candidate for achieving these characterisations.114
IV. Coalescence

The scenario of drop coalescence can be divided in three main

parts. First, the liquid between two drops is drained out thanks

to external flow, buoyancy or Brownian motion depending on

the drop size and volume fraction. This hydrodynamic step is

sensitive to boundary conditions and thus to interfacial prop-

erties dictated by the nature and the spatial distribution of

surface active agents at the interfaces.115,116 Indeed, a surface

concentration gradient of surfactant molecules leads to a

surface tension gradient and thus to a stress at the interface

opposed to the flow, namely the Marangoni effect. Then the

interstitial film thins until the two interfaces interact via surface

forces. When only van der Waals forces are acting, and since

they are attractive in such a symmetric system, the film draining

is hastened and thermal fluctuations of the interfaces may be

amplified.117–119 An equilibrium thickness is reached when

repulsive forces, such as electrostatic or steric forces, are

present.95 The last step is a thermally activated process that

consists of the nucleation of a pore in the thin film that bridges

the two adjacent droplets.120 The pore may reach a critical size

above which it becomes unstable and grows leading to the

fusion of two droplets.121,122 There are two regimes of coales-

cence that depend on the amplitude of the activation energy for

nucleating an unstable pore. For clean interfaces or for low

surface coverage of surfactants, the energy barrier is so weak

that the overall process is principally ruled by hydrodynamics.

In that case, the lifetime of a droplet pair is dictated by the time

needed for approaching the two drop surfaces close enough for

coalescence to be nucleated. On the other hand, for larger

surfactant coverage, and thus for higher energy barriers, the

thin film is metastable and may last months before a sufficiently

large pore is nucleated through thermal fluctuations of the

surfactant surface concentration.123–125

From an experimental point of view, the detailed observation

of drop or bubble coalescence has been made feasible thanks to

the development of high speed imaging technologies.126 More-

over, microfluidic devices are generally two-dimensional

networks of channels having a height of the order of the drop

size. Thus, the combination of the imaging and the microfluidic
10552 | Soft Matter, 2012, 8, 10549–10559
capabilities allow fine probing of the droplet coalescence

phenomenon at the scale of a droplet. Finally, the possibility to

form calibrated droplets at a relatively high rate opens the way to

conduct statistical analyses of droplet coalescence which are not

accessible in bulk experiments.

The distinction between the two regimes of coalescence, named

forced and activated, is linked to the dominant process: either the

coalescence is governed by the dynamics for approaching the

drop surfaces or it is ruled by thermal fluctuations at the liquid

interfaces. The two following subsections are dedicated to forced

coalescence, i.e. where the energy barrier to fusion is weak.

Studies on activated coalescence are then reported in a third

subsection.
A. Hydrodynamical forcing

The stability of an emulsion under flow can be assessed by

inducing collisions of droplets among a droplet train following a

widening of the channel.128 Baret et al. quantified the stability of

an initially monodisperse emulsion by measuring the drop size

distribution at the end of the colliding chamber. They determined

the probability to coalesce as a function of surfactant concen-

tration and the delay time between the drop formation and their

collisions. They confirmed that the adsorption kinetics of

surfactant molecules at liquid interfaces rules emulsion stability

at short times. This approach has been extended to more

complex interfaces where peptides,129 polymers130 or colloids131

were present. The details of the collision between droplets, that

are known to play a crucial role in the coalescence process via the

draining dynamics of the continuous phase between

drops,71,116,132 were not considered. This aspect has been recently

investigated in a free surfactant system.133 Krebs et al. analysed

the erratic collisions of thousands of drops and were able to

estimate the distribution of the coalescence time tc as a function

of drop size, volume fraction and impact velocity. Since for this

system without surfactant the energy barrier to ultimately merge

two droplets is nearly zero, the coalescence process is determin-

istic and the fusion time distribution can be attributed to drop

size distribution and flow fluctuations. They corroborated the

fact that the mean value of tc is a decreasing function of the drop

size and the impact velocity.71 On the other hand, the scaling of tc
does not match the one of three dimensional experiments since

the vertical confinement strongly influences the hydrodynamics

of droplets134 and their coalescence.135

Using an adequate channel design, the collision of isolated

droplet pairs can be controlled.66 Bremond et al. demonstrated

that when two droplets collide and then move away from each

other, the coalescence is more probable during the separation

phase (Fig. 4(a)). This counterintuitive phenomenon has been

mentioned by Loewenberg and Hinch136 from boundary integral

simulations and scaling arguments that describe drop collision in

a shear flow where drops can merge in the extensional quadrant

i.e. when drops are pulled apart. This has been then observed in

experimental studies using a four-roll mill device71,137,138 and

confirmed by numerical simulations.139 The underlying mecha-

nism is the pressure reduction in the interstitial film between the

two drops when they are pulled apart and that induces a bulging

out of the interfaces.71,140,141 Because of these facing deforma-

tions, the two interfaces get locally closer allowing coalescence to
This journal is ª The Royal Society of Chemistry 2012



Fig. 4 Separation-induced coalescence. (a) Collision and separation of two droplets demonstrating that coalescence is favoured when droplets are

pulled apart. Reproduced from ref. 66. Copyright (2008) by the American Physical Society. (b) Cascade of coalescence events in a compact train of

droplets where the interfacial tension, that induces drop shape relaxation and thus separation with neighbouring drops, is the motor of the propagation.

Reproduced from ref. 66. Copyright (2008) by the American Physical Society. (c) Propagation of coalescence among a concentrated two-dimensional

emulsion that may lead to phase inversion. Reproduced from ref. 127. Copyright (2011) by the American Physical Society.
be nucleated. One may note that among the three possible

outcomes of the collision of two droplets at a T-junction,142

merging, splitting and slipping, the regime named ‘‘late coales-

cence’’ where the drops fuse in the outlet channel arises from the

same mechanism. It is also worth to mention that the bulging out

of elastic surfaces embedded in a liquid143 or liquid interfaces144

has also been noticed in experimental studies based on surface

force apparatus when the two surfaces are moving away from

each other. Despite a sign error in the expression of the curvature

that invalidates the analytical model of Lai et al., their scaling

argument remains correct.140 For a no-slip boundary condition,

the deformation amplitude ~h is expected to be ~h � hc _h0R
2/gh0,

where hc is the continuous phase viscosity, g is the interfacial

tension, R is the drop radius, h0 is the minimal separation

distance between undeformed droplets and _h0 ¼ dh0/dt is the

separation rate. Coalescence may occur if ~h is of the order of h0,

as confirmed when coalescence time is considered.

Maybe more importantly, Bremond et al.66 shown that such a

separation-induced coalescence is then responsible of the prop-

agation of coalescence among a compact train of droplets

(Fig. 4(b)). Here, the interfacial tension is the motor of the

propagation. Indeed, the shape relaxation during coalescence

spontaneously results in a separation with the neighbouring

drops, a situation that is potentially destabilising. The coalescent

nature of coalescence, that has also been reported in other

microfluidic studies,145–147 is believed to be responsible of cata-

strophic destruction of concentrated emulsions under shear that

might undergo phase inversion. This assertion has been

demonstrated in a two-dimensional emulsion by using a micro-

fluidic approach127 as reported in Fig. 4(c). Since the coalescence
This journal is ª The Royal Society of Chemistry 2012
of two drops leads to a non isotropic flow148 and because the

deformation amplitude of the interstitial film depends on the rate

of retraction,140 the probability that the merging of two drops

triggers the coalescence of a third drop is a function of the angle

between drops.127 Thanks to the large number of events that can

be monitored in a microfluidic experiment, the probability to

coalesce Pc was efficiently evaluated. The coalescence probability

is maximum for aligned drops and then decreases to zero for

angles larger than 130�. Then, the probability that phase inver-

sion occurs, i.e. when the fusion of neighbouring drops leads to

the entrapment of the continuous phase, can be inferred from Pc.

Moreover, it was predicted that polydispersity should favour

phase inversion, an assertion that needs to be experimentally

demonstrated. Finally, enough surfactant has been added for

preventing fusion during the compaction of the emulsion but did

not prevent the propagation of coalescence where the local

deformation of droplet interface might have swept away the

surfactant and therefore promoted fusion.
B. Electrodynamical forcing

The use of an electric field is widely used for inducing coalescence

of water-in-oil emulsion drops in oil recovery applications149 or

droplet-based microfluidics,88 for instance. The electro-

coalescence phenomenon is based on three main mechanisms:

two neighbouring drops experience a dielectrophoretic force that

drives them toward one another;150 because of the heterogeneity

of the electrical stress the interfaces are deformed and thus come

closer;151 and finally the activation energy for coalescence is

lowered.152 The last point will be discussed in the next section. A
Soft Matter, 2012, 8, 10549–10559 | 10553



water drop, that is usually a conductive medium, immersed in a

dielectric medium of dielectric constant 3c and subjected to an

uniform electric field E0 is polarised and generates an electric

field in a similar way to a dipole source.153 The resulting aniso-

tropic electrical stress sE built up at the water–oil interface, that

scales as sE � 3c30E
2
0, is responsible for a drop shape transition

from a sphere to a prolate spheroid.151 The drop can then

undergo disintegration once the electrical stress overcomes the

restoring capillary pressure pc� g/R0 by forming thin jets at both

poles that break up into micron size droplets.154–156 If a second

drop is in the vicinity of the first one, the electric field at the

surface of the drops is amplified because of dipole–dipole inter-

action and becomes stronger as they come closer.157 Therefore,

the drop pair can be destabilised at lower E0, as has been

demonstrated for drops in air.158 For closed drops at a fixed

potential, the critical potential above which drops merge depends

linearly on the ratio between drop separation and drop

radius.159,160 For emulsions, because traces of charges are

frequently present in the oil phase, this later one cannot always

be regarded as a perfect dielectric and a leaky dielectric model

must be considered.161–163

Electrodes can be easily implemented in a microfluidic device.

Flat electrodes, that generate inhomogeneous electric fields, are

made by vapour deposition combined with photolithography or

electron beam lithography techniques. A more homogeneous

electric field throughout the channel height is obtained by

directly casting the electrodes.165 High electric field intensities are

thus accessible in microsystems. Employing a microfluidic

strategy for the investigation of electrocoalescence enables easy

variation of the drop size and the distance between them, as well

as the field strength. Following this route, Thiam et al. mapped

out the stability diagram of a droplet pair under an ac electric

field that leads to ionic polarisation of the droplets.164 As

reported in Fig. 5, they found three different regimes: stable,

coalescence and partial merging. The frontier separating stable

and unstable pairs remains essentially the same for different

dispersed phase conductivities sd and follows qualitatively the
Fig. 5 Phase diagramof twowater drops initially separated by ~h0¼ h0/R0

and subjected to an ac electric field ~E0 ¼ E0(3c30R0/g)
1/2 at 10 kHz. Three

states of the drop pair are found: (1) stable (C); (2) unstable with

coalescence (B); (3) unstable with partial coalescence (O). Adapted from

ref. 164. Copyright (2009) by the American Physical Society.

10554 | Soft Matter, 2012, 8, 10549–10559
same trend as previously observed and predicted for a system

made of water drops in air,158 i.e. the closer the drops are the

lower the critical electric field strength is, thanks to the

enhancement of the electric field at the two facing poles. For the

partial merging region found beyond a critical relative drop

separation, the interface instability can lead to two different

behaviours depending on sd and the electric field frequency f.

When 1/f is larger than the characteristic time sr ¼ 3d/sd, related

to the bulk charge relaxation in the dispersed phase, the liquid

bridge that links the two drops breaks via a capillary instability166

and the two drops repel each other under field thus revealing a

charge exchange during the partial fusion.167,168 By contrast, for

fsr > 1, a thin and stable bridge is observed. The stabilisation of

the liquid thread may arise from mutual Coulombic repulsion

between the free charges at the interface.169,170 These two

different behaviours then impact on the whole destabilisation of

a collection of drops. Indeed, for fsr < 1 the interaction between

drops is ruled by a two-body interaction, i.e. adjacent droplets

merge only if they are close enough whatever the field strength;

for fsr > 1, the coalescence propagates even for a high drop

separation thanks to the stabilisation of the liquid bridge.164

Szymborski et al. used a wide microfluidic chamber for studying

the effect of the electric field frequency and intensity along with

the amount of ions in the dispersed phase on the destabilisation

of a two-dimensional emulsion.171 Without considering the drop

separation distance, they observed that the critical electric field

amplitude above which coalescence occurs increases with f and

decreases with the ion concentration. They suggested that the

ionic mobility modifies the ionic polarisation of the drop surface

and thus the electrocoalescence process.

The electrocoalescence phenomenon has also been investi-

gated at the level of a single interstitial film in a microfluidic

system where two liquid fingers whose electrical potential and

separation distance could be tuned.172 The authors observed a

linear dependence between the critical potential that leads to

coalescence and the film thickness, as expected by Taylor’s

analysis.159

For microfluidic application purposes, drops must be close

enough for ensuring an efficient fusion under electric field. This

can be obtained by holding a first droplet with flow bypasses173 or

patterned electrodes under the microchannel,174,175 the droplet

being trapped thanks to dielectrophoretic forces,176 which then

coalesce under field with a second moving droplet.
C. Activated coalescence

Emulsions are known to become adhesive and thus lead to the

formation of a surfactant bilayer between adjacent drops.3

Adhesion is initiated when an ionic surfactant in combination

with salt is used in direct emulsions177,178 and by decreasing the

solvent quality for surfactants in the case of inverse emulsions.179

The later case allows mimicking of vesicle membranes.180 Similar

to a wetting phenomenon, the contact angle q between two

adhesive drops directly reflects the adhesion energyDF¼ 2g0(1�
cos(q)), where g0 is the surface tension between water and oil with

amphiphilic molecules (Fig. 6(a)). For inverse emulsions, the

adhesive energy can be modified by using an oil mixture,179 one

being a poor solvent for surfactants, and by tuning the oil

composition. The surface pressure P ¼ g0 � gm, where gm is the
This journal is ª The Royal Society of Chemistry 2012



Fig. 6 (a) Snapshot of two adhesive water-in-oil drops forming a

surfactant bilayer between them along with the main parameters of the

drop pair. Reproduced from ref. 91. Copyright (2011) by the American

Physical Society. (b) Time sequence showing the transport of water

between two adhering drops having different compositions and from

which the permeability of the bilayer can be assessed. Reprinted with

permission from ref. 92. Copyright (2012) American Chemical Society.

(c) Implementation of two electrodes made of micro-pipettes used for

investigating the electroporation process of the membrane separating

adhesive droplets. Reproduced from ref. 191.
surface tension of a monolayer forming the bilayer, acting on the

monolayer is simply P ¼ DF/2. Therefore, the two-dimensional

bilayer equation of state P(G), where G is the surfactant surface

density which is controlled by solvent composition, can be

assessed. Well known gas–liquid and liquid–gel transitions

occurring in phospholipid monolayers181 have been observed in

the bilayer.91,92

The stability of such bilayers has been determined by Thiam

et al. where adhesive pairs of inverse emulsion droplets were

formed and trapped in microfluidic systems.91,92 One of the major

advantage to use microsystems as compared to bulk emulsions is

the ability to form isolated adhering drop pairs where the contact

angle q is easily measured. For a given oil composition, there is a
This journal is ª The Royal Society of Chemistry 2012
critical phospholipid concentration below which drops start to

coalesce whereas they can last for days for large amount of

surfactant. Below the critical concentration, either the drops

coalesce while the adhesive patch is being formed or they fuse

after the equilibrium angle has been reached. The first regime,

when the surfactant coverage is dilute, may reflect a competition

between patch growth and transport of phospholipids towards

the adhesive region. In the second regime, there exists a proba-

bility Pc to coalesce that increases exponentially with time t, i.e.

Pc ¼ 1 � exp(�t/sc). This feature is reminiscent of a nucleation

process as it can occur in foam bilayers for low surfactant

concentrations.123 The mean lifetime sc of the bilayer is linked to

the activation energy barrier that must be overcome to nucleate

an unstable pore into the membrane.121,123

Under electric field, three distinct states were observed as a

function of the adhesion energy and the electric field intensity.

The pair can be either stable, though slightly deformed, or unzip

and separate, or coalesce.91 The unzipping frontier directly reflect

vesicle detachment forces.182–184 The drops repel each other after

unzipping under field and can attract each other when the electric

field is turned off. This is a signature of the electroporation

phenomenon where transient pores are nucleated under field152

and allow charge exchange between the drops that finally acquire

a net charge. The coalescence frontier also reveals an electro-

poration process where the creation of a pore of radius r in a

membrane of thickness h is associated with a free energy DW ¼
2pGr � 2pgmr

2 � 0.5pCmh
2E2

mr
2.152 The first term is the energy

increase due to the line tension G which is almost constant as it

depends essentially on the membrane’s thickness.2 The second

term represents the energy decrease due to a reduction of the

surface area. The last term, DW, comes from the accumulated

energy of the membrane which behaves as a capacitor where Cm

is the capacitance of the pored membrane and Em is the local

electric field proportional to the external electric field E0.
152,185

The critical free energy of the pores under electric field that leads

to the bilayer rupture is observed to be constant91 and, according

to the thermally activated mechanism of pore nucleation,121

should be on the order of the thermal energy kT. Finally, for

weak adhesion energy, i.e. in the gas phase where the bilayer is

poor in surfactants, coalescence occurs before drops are able to

detach and thus precludes any unzipping of the bilayer.

A common technique for investigating the stability of thin

films, foams or emulsions, is the so-called thin film balance

initially used for surface force measurement.186 Following

previous miniaturizations of the cell for making suspended thin

liquid films187,188 in order to reach the film size of usual emul-

sions, Mostowfi et al. developed a microfluidic system for

making single emulsion films with a lateral size around 10

micrometers.189,190 They were able to correlate the critical

potential difference above which rupture of the thin film occurs

and the kinetics of surfactant adsorption.
V. Permeation

An emulsion involves a priori two immiscible liquids but mass

transfer between drops does usually exist. This molecular diffu-

sion occurs because of a finite solubility of each phase into each

other and also because surfactant micelles can act as cargo for

molecular transport that ultimately increases solubility.4
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Chemical potential heterogeneity among the emulsion is the

driving force of such a molecular transfer. For emulsion drops

having the same composition, the chemical potential mismatch

arises from the drop size distribution that leads to a distribution

of the capillary pressure. This results in the growth of large drops

at the expense of smaller ones, a phenomenon named Ostwald

ripening.4,192 Obviously, a flux of molecules is initiated between

drops once their composition is not homogeneous among the

whole system in order to balance chemical potentials. This

phenomenon has been exploited for screening protein crystal-

lisation conditions193 or for monitoring the bioactivity of

microorganisms as well as an enzymatic reaction that takes place

in water-in-oil emulsion droplets that were formed, immobilised

and sampled in a microfluidic device.194,195

The dissolution of droplets in a dilute emulsion has been

quantified with the aim to concentrate solutes that cannot escape

from the aqueous compartment.196 It has been observed that the

use ofmicrochannelsmade in PDMS led to a high dissolution rate

as compared to polystyrene, since many molecules easily diffuse

through PDMS.197 The permeability of PDMS to water has been

used to evaluate the phase diagram of multicomponent fluid

mixtures contained in droplets.198,199Onemayalso take advantage

of the large surface-to-volume ratios involved in microfluidic

droplets for enhancing liquid–liquid extraction.200–202Formoving

droplets, convection can dominate diffusion, i.e. for a high Peclet

number defined asPe¼UR/DwhereU is the characteristic droplet

velocity,R the droplet size andD the diffusion coefficient. In that

case, the amount ofmatter transferred across the droplet interface

grows as the square root of time and the time it takes for the

transfer process to be completed decreases as Pe
�2/3.202,203 The

mass exchange between binary droplets has been monitored in a

two-dimensional emulsion stored in a microfluidic chamber.204

An adequate formulation has been found for preventing any

leakage of entrapped molecules into the droplets whose transport

was assisted by surfactant micelles.

Adhesion can promote a faster matter exchange191,195 since the

neighbouring drops are separated by a thin membrane having a

thickness d of a few nanometers179 such as the so-called Newton

black film occurring in foams.123 Indeed, according to the solu-

bility-diffusion mechanism,205 the permeability Pm of the

membrane, which relates the flux of molecules through the

membrane and the osmotic activity gradient, is Pm ¼ KDm/d

when the rate-determining step is diffusion in the membrane.

Here, K is the partition coefficient of the diffusing molecules

characterised by a diffusion coefficient Dm in the membrane. By

making binary adhesive drops in a microfluidic device, one class

of drops were composed of pure water and the second one con-

tained electrolytes; the permeation kinetic of water molecules

through the adhesive bilayer has been monitored as a function of

the continuous phase composition.92 An example of water

exchange among a binary pair is reported in Fig. 6(b) where a

pure water droplet (labelled with methylene blue dye) adheres to

a droplet containing 150 mM of MgSO4. Since water molecules

can diffuse faster through the bilayer than electrolytes, a flux of

water is set between the two droplets in order to balance chemical

potentials. This work confirmed previous observations on vesicle

permeability to water that is correlated to the membrane

fluidity,206 but with a better control of bilayer properties that are

here tuned by the oil mixture composition.
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As previously discussed, one can permeabilise bilayers to

enable the transport of large molecules or electrolytes by using an

electric field.152,207 The electroporation process of a surfactant

bilayer between adhering droplets has been monitored by

implementing microelectrodes in a PDMS microchannel as

shown in Fig. 6(c).191 The ionic conduction current, when short

voltage pulses with an amplitude U were used, is well accounted

for by electroporation theory that predicts a rate of nucleation of

transient pores to scale like exp(U2/kT).208 Transmembrane

proteins, that act as an ionic channel through the membrane, can

also be incorporated via the aqueous phase.191 A few procedures

have been designed for making artificial bilayers in microfluidic

systems209 in order to study the function of membrane proteins.

For example, a bilayer can be formed by the meeting of two

water-in-oil fingers at a cross junction210 or, as previously dis-

cussed, by manipulating pairs of water-in-oil emulsion drops.211
VI. Conclusion and perspectives

Microfluidic technology offers new opportunities to investigate

emulsion properties and behaviour. Indeed, some aspects of their

phenomenology have remained quite unexplored, and almost

impossible to access. This is mainly due to the fact that in the

conventional batch format the time it takes to produce the

emulsion remains on the order of several minutes, precluding any

characterisation of shorter-timescale phenomena. Therefore,

questions related to emulsion metastability, including coales-

cence and ripening, have been only partially answered. Emul-

sions with significantly long lifetimes have been intensively

studied from various bulk approaches, mainly focusing on the

thermally activated regime of coalescence, in agreement with

Bancroft’s empirical rules and its microscopic interpretation

based on surfactant spontaneous curvature. Phenomena occur-

ring much faster were therefore left out, until microsystems

opened the route for decoupling preparation and destruction of

such materials. Moreover, the use of ultrafast imaging allows

today easy observation of submillisecond timescale processes.

Microsystems also offer the possibility to impose very controlled

flows and therefore apply to precise hydrodynamic conditions

and constraints, which is extremely difficult to perform in a bulk

system. This is a strong advantage which has led to the important

discoveries reported in this review, and particularly the first

possible scenario for explaining the well-known phase inversion

ability of emulsions in presence of shear. The implementation of

external electrical fields is also very straightforward, opening

interesting conditions to revisit electrocoalescence and electro-

poration phenomena. A peculiar feature of microfluidic systems

is the very high throughput rate production of droplets, droplets

pairs, droplet trains, etc. This allows a large number of events to

be analysed reliably, producing fast statistical data and thus an

efficient mapping out of stability diagrams. More generally, the

on-demand manipulation of droplets in microfluidic circuits

offers a variety of unexplored configurations to be designed and

studied. It is possible to rapidly screen formulations with fine

tuning of the interface properties and to thus assess how it

impacts on the emulsion stability. It is believed that microfluidic

systems will become, if they are not already, the best route for

characterising emulsions’ properties as well as learning about

their novel aspects.
This journal is ª The Royal Society of Chemistry 2012
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